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Abstract-In Caenorhabditis elegans, spatial orientation
behavior in a chemical gradient (chemotaxis) involves bouts of
turning (pirouettes) modulated by the change in concentration of
attractant. Ablation of identified neurons has delineated a can-
didate neural network for chemotaxis in C. elegans. The aim of
our research is to generate testable models of how the network
computes behavioral state and consequently, turning frequency,
in response to changes in concentration.

We were able to train neural networks to exhibit known chemot-
axis rules using experimental data from chemotaxing C. elegans.
The resultant network solutions involved three to five dynami-
cally contributing neurons. Here we have analyzed the three
neuron solutions and found three distinguishing features: a fast
excitatory and delayed inhibitory connection, which acts as a dif-
ferentiator; self-connections, which act to regulate neural
response speed similar to synaptic time-constants; and recurrent
inhibitory connections, which regulate second order network
response characteristics. We plan to use this model to predict
and interpret the results of laser ablations of neurons and genetic
mutation in the C. elegans chemotaxis network.

I. INTRODUCTION

C. elegans is a relatively simple organism, consisting of 302
neurons and approximately 5600 synapses [1]. Their entire
genome has also been sequenced. The combination of a sim-
ple chemotaxis behavior (movement in response to a chemical
gradient), fully documented genetics, and a relatively simple
neural connectivity pattern, makes C. elegans desirable as a
model in which to study the neural network basis for chemot-
axis computation.

Previous neural network studies in C. elegans chemotaxis
have focused on neuronal ablations and genetic mutation.
Ablation studies have primarily concentrated on overall func-
tional degradation using lesion analysis [2]. While this work
is essential for determining which neurons are responsible for
chemotaxis, it cannot be used to determine the function of
individual connections, such as connection strength or wheth-
er connections are excitatory or inhibitory.

C. elegans uses a combination of forward swimming and ran-
dom turns during chemotaxis towards an attractant [3].
Behavior is modulated by the time rate of change in concen-
tration, implying that the neural network responsible for
chemotaxis differentiates concentration input over time. In
this analysis, we use concentration data from chemotaxing C.
elegans, which embodies this rule, to train model neural net-
works. The networks created should suggest neural network
architectures for performing differentiation, yielding models
that are testable by neuronal ablation and genetic mutation.

To train the model network, training data must represent the
pirouette hypothesis for chemotaxis in C. elegans. The
observed rule is that C. elegans is more likely to engage in a

bout of one or more random sharp-turns, defined as pirou-
ettes, when the concentration change of a moving worm
decreases beyond an experimentally determined threshold
[3]. When concentration increases, however, random sharp-
turns turns are suppressed. This behavioral model loosely
follows the chemotaxis algorithms observed in other organ-
isms, e.g., E. coli [4], where dips in concentration increase
the likelihood of random orientation behavior. This
approach to network modeling and training was taken due to
the stochastic nature of the experimentally observed rules.
The stochastic behavior of the C. elegans makes it difficult
to relate specific input back to a set deterministic behavior a
neural network might produce.

Following training, networks were analyzed to determine
connection architectures which produce the chemotaxis
behavior observed in C. elegans. To validate our methodol-
ogy, we simulated chemotaxis in a Petri dish using the
trained neural networks.

II. METHODS
A. Training Data

To produce network training stimulus, we used concentra-
tion data from a worm chemotaxing in a gradient of attrac-
tant. Training targets have one of three possible behavioral
states at any one time: run, rest, or pirouette. Pirouette
behavior has a higher sharp-turn movement probability,
which correlates to a worm which sees a drop in concentra-
tion. Run behavior yields a higher forward swim movement
probability, which correlates to a worm which sees an
increase in concentration, suppressing random sharp-turns.
Rest behavior represents a control, where the worm is
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Fig. 1. Creation of training data. (A) The training target is construct-
ed concentration data recorded from C. elegans chemotaxing towards
an attractant at the center of a radial gradient. (B) The concentration
track is differentiated and a threshold (dotted lines represent the upper
and lower limits) is applied to yield a behavior. (C) White, where
dC/dt>>0, represents run; grey, where dC/dt=0, represents rest; and
black, where dC/dt<<0, represents pirouette.



exposed to no chemical gradient.

The targets were created, as shown in Fig. 1, by looking at
the instantaneous change of the stimulus concentration and
applying the experimentally observed threshold, which yields
one of the three behavioral states. These probabilities corre-
late to the likelihood of performing forward swim movement
or random sharp-turns.

B. Network Model

We created a model neural network based on the neural net-
work in C. elegans believed to be responsible for chemotaxis
towards the attractant NH4Cl (as well as other attractants)

[5]. This candidate biological network contains 11 pairs of
neurons. These neurons are shown in Fig. 2., where symmet-
ric pairs are represented as single neurons. This neural net-
work contains the chemosensory neuron pair ASE [5], eight
inter-neuron pairs, and two command neuron clusters, AVA
and AVB, which regulate forward versus pirouette behavior

[6].
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Fig. 2. A candidate chemotaxis network. Neuron pairs are represented as
single neurons. The AVA command interneurons are believed to be
responsible for turning behavior, while AVB is thought to be needed for

forward movement [6]. [

Similar to the biological model, our network model, shown in
Fig. 3, contains 10 neurons. The ASE pair is modeled as the
only chemosensory input, since only ASER only responsds
NH4CI (in this case the C1™ ion) [5]. The eight interneurons
pairs identified in the C. elegans chemotaxis network are
derived from known connectivity pathways [1]. They are
modeled as eight recurrent interneurons with self-
connections, which connect to every neuron in the network,
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Fig. 3. The network model representing the candidate neural networks. The
model has one chemosensory input, one command-neuron output, and eight

fully-connected interneurons. The activity of the output neuron has a thresh-
old applied to it, producing one of three behaviors: run, pirouette, or rest.

including the input and output neuron. Worm behavior is
regulated by a single output neuron, an abstraction of the
two command neuron pools. A high and low threshold is
placed on the output neuron to partition the different behav-
ioral states in C. elegans: run, pirouette, and rest.
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To allow our model to converge upon a range of good solu-
tion, neurons are modeled as fully-recurrent with self-
connections. Neuronal activity is modeled as a sigmoid, as
shown in (1) and (2). Stimulus input is fed to the input neu-
ron, only. To reduce training time, the best threshold limits
on the output neuron are deduced by linearly adjusting the
upper and lower limits for a given network and training data
set.

C. Training

Networks were trained using simulated annealing over a dis-
tributed architecture. Our annealing algorithm was written
in C++ using MPIL. The training algorithm was run over a
Linux cluster consisting of 11 1-GHz Athlon processors run-
ning the Slackware Linux distribution.

Valid networks were selected based on a conservative error
threshold. The threshold was determined qualitatively, com-
paring targets to trained network outputs with known error.
The error threshold was chosen to make sure that the net-
works would not miss large behavioral predictions. Penalty
per time-step was assessed as twice as much when the net-
work mistakes run behavior for pirouette behavior (or vice
versa). This is in contrast to the lesser mistake of predicting
run or pirouette behavior instead of rest behavior.

Networks were pruned after training in order to analyze the
minimal set of functional neurons. Pruning was performed



by clamping neurons, one at a time, to their average value
(when experiencing the training stimulus) and determining if
the change in error was greater than the error threshold
allowed. At the end of the clamping cycle, all inactive neu-
rons were discarded while their average neuronal values were
distributed to downstream neurons as bias. I

D. Simulation Model

To test whether our model was capable of producing biologi-
cal chemotaxis behavior, we simulated worms chemotaxing
within a chemical gradient using our trained neural networks
to control chemotaxis behavior. The stimulus for each worm,
and its associated chemotaxis neural network, is the attractant
concentration at the point the worm sees on the dish at each
time-step. As in training, the continuous stimulus into the
network yields a continuous output on the decision making
output neuron. This output has a threshold applied to it,
which yields one of the three behavioral probability states:
run, rest, or pirouette.

The simulation environment consisted of a worm being
placed on a 9 cm Petri dish with a Gaussian distribution of
attractant. Attractant concentration was greatest at the center
of the dish. The worms were allowed two types of movement
based on their behavioral state, random sharp turn (>50
degrees) or forward movement (<5 degrees, either way) [3].
The speed of forward movement is 0.15 mm/s, and sharp-turn
speed is 0.1 mm/s [3]. From experimental data, where a pir-
ouette is a bout of one or more sharp-turns, forward behavior
has a sharp-turn probability of 0%, rest has a sharp-turn prob-
ability of 8%, and pirouette has a sharp-turn probability of
33% [7]. Thresholds of the model networks were set to those
yielding the best fit during training.

O
III. RESULTS

A. Training and Reduction

After the model networks had been trained, we confirmed
their viability through generalization. Trained networks were
given both the inverse (vertically flipped around average) of
the training data as well as concentration data from another
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Fig. 4. A trained network generalized onto another worm track. White is
run behavior, grey is rest behavior, and black is pirouette behavior. The top
row in each figure is the target, generated from concentration data with a
threshold applied to it from a C. elegans chemotaxing in a radial gradient
(as in Fig. 1). The bottom row in each figure is the network output created
from the same concentration input as the target. (A) Target data is from the
same set as that which the neural network was trained. (B) Target data
from a worm not used during neural network training.

chemotaxing worm as stimulus. As seen in Fig. 4., data from
other worms’ chemotaxis tracks yielded similar results,
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Fig. 5. Two network patterns exhibited in the three neuron net-
works. The outlined signs indicate differences between the two net-

works. (+) represents excitatory connections while (-) represents
inhibitory connections.

allowing for only minor discrepancies in behavioral predic-
tions.

After training, the networks were pruned in order to isolate
the important network architectures This gave us a disper-
sion of three to five neuron networks, 100 of which were
three neuron solutions. 58 of the 100 three neuron solutions
were trained with no target delay. We believe that the four
and five neuron networks emulate the architecture of the
three neuron networks with redundant functionality, but this
has yet to be determined.

B. Network Patterns

After training and pruning, three neuron networks were ana-
lyzed to determine common network components. Two net-
work patterns emerged when analyzing three neuron net-
works for common behavioral patterns. Fig. 5. shows that
the direct connection from the input to the output neuron is
preserved in both networks, as well as the self-connection on
each neuron. The difference between the two networks is
the path from the input neuron to the output neuron via the
inter-neuron.

The two networks shown in Fig. 5 can be simplified to a sin-
gle pattern. The product of the signs going from the input
neuron to the output neuron, through the interneuron, has a
net inhibitory effect in both patterns (where the product of
an inhibitory and excitatory connection is inhibitory). Addi-
tionally, the product of the connection loop between any two
neurons has an inhibitory product. Therefore, the path
through the interneuron represents the same pattern in both
networks, since each forward connection retains a recurrent
inhibitory loop. This results in a single pattern containing
the three network features shown in Table 1: fast
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Fig. 6. Synaptic time constant from trained networks pruned to three neu-
rons. The synaptic time constant becomes larger with increasing target
delay. The synaptic time constant is consistently larger on the interneuron
(B) than on the input (A) or output neuron (C).
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Self-connections versus Target Delay
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Fig. 7. Self-connections from trained networks pruned to three neurons.
Self-connections become more positive with increasing target delay, indicat-
ing a quicker neuronal response which is inversely proportional to the synap-
tic time constant. Self-connections are more positive on the interneuron (B)
than on the input (A) and output (C) connections, indicating that the interneu-

ron is delayed.
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excitatory/slow inhibitory parallel forward connections;
inhibitory self-connections; and inhibitory recurrent loops.

C. Network Component Analysis

To determine the functionality of the three common compo-
nents in our trained network, we looked at network patterns
occurring between neurons and networks trained with varying

Recurrent Connection Loop Product Strength versus
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Fig. 8. The product of weights for recurrent inhibitory loops from trained
networks pruned to three neurons. Every recurrent loop product is nega-
tive (i.e., has one excitatory and one inhibitory connection). Only the
interneuron to output neuron loop (C) responds to increasing target delay.

amounts of delay between the training stimulus and target.
By training with an increasing delay between the target and
the stimulus, we should be able to see what features regulate
network response, and how the different network features
interact. In this case, we looked at synaptic time constants,
self-connections, and inhibitory recurrent loops.

From Fig. 6, we can see that synaptic time constants increase
as the delay between the stimulus and the target becomes
greater. The synaptic time constant is directly proportional to
the target delay. As we see in Fig’s. 6 and 7, the size of the
inhibitory self-connections are inversely proportional to the
target delay. Both the small synaptic time-constants and
large inhibitory self-connections increase the speed of neu-
ronal response.

TABLE I
Dominant features of trained three neuron model networks.
Feature Figure Function
v

direct excitatory

delayed inhibitory differentiation

;>>delay
+ &
Ce

recurrent inhibitory + -

loop @@

increases speed of neural
response

self-connection

modulates dampening of
neural response

The interneurons shown in Fig’s. 6 and 7 have larger synap-
tic time constants and smaller self-connections than the
input and output neurons. This indicates a delay in the
interneuron. The delayed inhibitory forward connection,
going through the interneuron, and the fast excitatory con-
nection, going directly from the input to the output neuron,
form a classic differentiator (shown in Table 1).

Inhibitory recurrent loops have a less obvious role in the net-
work. Fig. 8. shows that every forward connection has a
corresponding recurrent inhibitory connections, forming a
recurrent loop. Altering the target delay only affects the rel-
ative strength of one of the recurrent loops, the output neu-
ron to interneuron loop. Increased target delay reduces the
magnitude of this loop. This suggests that the reduced con-
nection strength of the recurrent loop reduces the speed of
the network response to a stimulus.

We observed patterns from 58 randomly trained networks
which had been pruned to three neurons. We were able to
identify the three common features of these networks,
shown in Table 1. 42 three neuron networks were trained
with a delayed target, allowing us to further verify the func-
tion of these network features.

D. Simulation Results

To validate our approach, we simulated C. elegans chemot-
axing using a trained network. Fig. 9 compares the chemot-
axis tracks of an experimentally observed animal (A) to
those of a simulated worm using a trained, model neural net-
work to guide chemotaxis (B). In both cases, the worms
make it to the attractant center and stays there using a series
of random sharp-turns and forward swimming movements.

Simulated versus Experimental Tracks of a C. elegans
Chemotaxing Towards an Attractant in a Petri Dish

(A) Experimental Worm Track  (B) Simulated Worm Track
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Fig. 9. (A) A sample track of a live C. elegans chemotaxing and (B) a simu-
lation of a chemotaxing C. elegans using a fully-trained network. Both
tracks represent radial gradients of attractant with highest concentration at
the center. Successful chemotaxis is defined as reaching within a 0.5 cm
radius from the center. Average starting position is within 1.1 cm from the
center.

We compared several experimental and simulated results,
and got similar probabilities for success, suggesting that our
trained model neural networks are able to simulate the net-
work responsible for chemotaxis behavior observed in C.
elegans.



1V: CONCLUSION

In this analysis, we created a model neural network for
chemotaxis in C. elegans based on an experimentally
observed rule, our goal being to guide future neuronal abla-
tion and genetic mutation studies. This rule computes the
change in concentration and applies a threshold to that value,
which is used to turning behavior.

To create the model network, we trained a model 10 neuron
neural network, based on the biological chemotaxis network,
to implement an experimentally observed rule for chemotaxis.
The trained neural networks were then pruned, resulting in
three to five neuron networks. Upon analyzing the three neu-
ron networks, we were able to arrive at a single network pat-
tern. The three neuron networks had three dominant features
(Table 1): a fast excitatory pathway in parallel with a delayed
inhibitory pathway, inhibitory self-connections, and recurrent,
inhibitory, two neuron loops. Furthermore, we were able to
simulate C. elegans chemotaxing towards an attractant in a
radial gradient by using these trained networks to produce
behavioral states.

From the trained network patterns, we predicted plausible pat-
terns of connectivity in the C. elegans chemotaxis network.
The fast excitatory/slow inhibitory network forms a classic
differentiator pattern. It was unsurprising that our networks
would create a neural network capable of differentiating,
given our training rule. However, it was surprising that all the
networks exhibited the common features shown in Table 1,
since network connectivity patterns were quite varied. The
two other network features, the negative recurrent loops and
the self-connection, can be seen as supporting features to the
differentiator backbone.

Future work in the live animal is needed in order to determine
if these features exist as shown. In the biological implemen-
tation, the differentiator can be expressed as shown in Fig. 5,
or as simply as a gap-junction coupled with a slower inhibito-
ry chemical synapse. Additionally, self-connections may rep-
resent symmetrical pairs of neurons which connect to each
other. Recurrent inhibitory connections may exist in numer-
ous places in C. elegans, since many interneurons are con-
nected both ways.

A shortfall of this model is that the experimental conditions
given to C. elegans to generate our experimental rule were
generated in an environment where the worm receives con-
stant dynamic input. This is because the concentration is con-
stantly changing as the worm moves up and down a gradient
in the Petri dish. The resultant long-term response is a convo-
lution of responses to several chemotaxis stimuli, instead of a
well-correlated stimulus and response. This still gives accu-
rate short-term responses to concentration stimuli, which have
been validated via step and pulse-responses. However, these
step and impulse tests in the live animal, have also shown that
long-term responses may not have been accounted for in this
model.

To diminish the affects of convolution of responses from non-
linear stimuli, further modeling will concentrate on step and
pulse stimulus data. We would also like to extend our model
to take into account the two neural pools in C. elegans
believed to be key for forward and turning behavior, AVA
and AVB [6]. Our current model abstracts these connections

into a single neuron output. This analysis may also look at
the dynamic interaction between AVA and AVB in order to
explain the stochastic nature of the behavior exhibited.

This modeling methodology can also be applied to other sen-
sory stimuli in C. elegans, including thermotaxis and
mechanosensory, which are believed to implement the same
forward and turning neuron cluster [6][8], but through differ-
ing interneuronal pathways.
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