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1. Introduction

Cell nucleus segmentation is one of the most important tasks in analyzing and quantifying fluorescence microscopy images. In particular, in high-throughput applications, semi-automatic and manual analysis are not feasible because of the enormous amount of image data. Automatic methods are needed which efficiently deal with different cell types and image artifacts such as intensity inhomogeneities.

In recent years, different approaches for the segmentation of cell nuclei in fluorescence microscopy images have been introduced. Often, thresholding approaches are applied which, however, suffer from intensity inhomogeneities within nuclei and over a whole image. To separate clustered nuclei, watershed-based techniques are frequently used. Wähby et al. (2002) proposed a watersheds algorithm for cell segmentation followed by cluster splitting based on concavity regions. Lin et al. (2003) introduced an approach that uses an improved distance transform by combining the intensity gradient and a geometric distance followed by statistical model-based merging. Cheng and Rajapakse (2009) as well as Jung and Kim (2010) proposed marker-controlled watersheds approaches for cluster splitting, where the optimal number of markers is determined based on the H-minima transform.

A main class of cell segmentation approaches is based on deformable models, which allow incorporation of a priori knowledge and can capture a wide spectrum of different shapes. One can distinguish between parametric models (e.g., Kass et al., 1988) and implicit models (e.g., Osher and Sethian, 1988). Parametric models are based on an explicit representation of objects (e.g., Zimmer and Olivo-Marín, 2005; Wang et al., 2007; Butenuth and Heipke, 2011). Zimmer and Olivo-Marín (2005) introduced a region-based parametric energy functional which includes a coupling term for multiple contours and a penalty term to prevent merging. An extension of this approach was described by Wang et al. (2007), which includes texture-adaptive weights for the external energy of the active contour model to cope with internal pseudo-edges and low-contrast cell boundaries. In Butenuth and Heipke (2011) a combination of a parametric active contour model with a graph-based approach was introduced. However, parametric models have the disadvantage that they depend on the parametrization, an extension from 2D to 3D is difficult, and these models have problems with topological changes.

Implicit models using level sets have gained increased interest for cell segmentation since topological changes can be handled naturally (e.g., Ortiz de Solorzano et al., 2001; Dufour et al., 2005; Nath et al., 2006; Chang et al., 2007; Palaniappan et al., 2007; Yan et al., 2008; Maška et al., 2009; Mosaliganti et al., 2009; Padfield et al., 2009; Ersoy et al., 2009; Dzyubachyk et al., 2010; Xu et al., 2011). Ortiz de Solorzano et al. (2001) developed a two-step level set approach for segmenting cells, which employs a gradient-based energy functional. Dufour et al. (2005) introduced an energy functional which integrates multiple active contours and combines gradient-based and region-based terms. To reduce the high computational cost of representing each cell with one level set, Nath et al. (2006) introduced an approach which can cope with an arbitrary number of markers.
of cells by using only four level sets (analogously to the four color theorem). In Chang et al. (2007) regions corresponding to single cells are determined by Voronoi tessellation and then a region-based energy functional is employed within each of these regions. Palaniappan et al. (2007) developed a level set approach based on a Bayesian energy functional which uses the flux tensor for initialization. Maška et al. (2009) first separate foreground and background of cell images using a gradient-based level set approach and second perform cluster splitting using topology preserving level sets. Mosaliganti et al. (2009) proposed an energy functional based on an appearance model of cells. Padvilis et al. (2009) introduced a level set approach for cell tracking which considers tracking as a spatio-temporal volume segmentation problem and which includes size and shape constraints in the energy functional. In Dzyubachyk et al. (2010) a level set approach based on a Bayesian energy functional and a non-PDE-based minimization scheme is described. A combination of level set approaches and graph partitioning approaches within in a variational framework is described. A combination of level set approaches which includes size and shape constraints in the energy functional is employed within each of these regions.

In Xu et al. (2011), a multi-phase graph partitioning active contour approach using regional density functions was introduced. Xu et al. (2011) described a two-step level set approach for cell segmentation in histopathological images, where first, a geodesic active contour model is initialized by a hierarchical normalized cuts scheme and second, a level set functional is used. Whereas in graph cuts discrete optimization is employed, with level set approaches continuous optimization of the energy functionals is used. A disadvantage of previous level set approaches is that the underlying energy functionals lead to non-convex minimization problems. Hence, the optimization function has local minima and the global solution is generally not found (using local optimization methods which are typically applied). In addition, the segmentation result depends on the initialization.

In this contribution, we introduce a new approach for cell nucleus segmentation in fluorescence microscopy images which is based on active contours and level sets. Compared to previous work, our approach is based on energy functionals that lead to convex minimization problems for which global solutions are determined. We consider three functionals and take advantage of the combination of the region-based functional of Chan and Vese (2001), the Bayesian functional proposed in Rousson and Deriche (2002) which was used for cell segmentation in Dzyubachyk et al. (2010), and the region-scalable fitting energy functional introduced in Li et al. (2008). A convex formulation for the region-based functional of Chan and Vese (2001) was derived in Goldstein et al. (2010) and we employ this scheme for splitting clustered cell nuclei. In addition, we use the Bayesian functional of Rousson and Deriche (2002) and the region-scalable fitting energy functional introduced in Li et al. (2008) to cope with intensity inhomogeneities. We reformulate the latter two functionals leading to convex optimization problems. For all three convex functionals we propose an efficient minimization scheme using the Split Bregman method. Based on the convex functionals, we developed a three-step approach and a two-step approach for cell nucleus segmentation. The three-step approach (Bergeest and Rohr, 2011) combines the convex region-based Chan–Vese functional and the convex Bayesian functional, and can cope with global intensity inhomogeneities. In this contribution, we also introduce a new two-step approach which combines the convex Bayesian functional and the convex region-scalable fitting energy functional. An advantage of the two-step approach is that it can cope with both global and local intensity inhomogeneities. This allows to further improve the segmentation result. Another advantage is that only two steps are necessary compared to the three-step approach. We have successfully applied the two-step and three-step approach to 2D fluorescence microscopy images from four different experiments comprising different cell types, and we have compared the results with previous approaches.

2. Cell nuclei segmentation

Our approach for the segmentation of cell nuclei in fluorescence microscopy images is based on three energy functionals. In this section, we first describe the original non-convex formulation of the functionals. Then, we introduce a reformulation as convex optimization problem and we suggest an efficient numerical technique for finding the solution.

2.1. Non-convex energy functionals

The first functional used in our approach is the region-based energy functional proposed by Chan and Vese (2001):

\[
E_1(\theta, \partial \Omega) = \lambda \left( \sum_{i=0}^{3} \kappa_i \int_{\Omega_i} (|\nabla I(x) - \mu_i|^2 + |\nabla \phi(x)|^2) \, dx \right) + \text{Per}(\Omega),
\]

with \( \theta = (\mu_0, \mu_1, \kappa_0, \kappa_1) \), where \( \mu_0 \) and \( \mu_1 \) are the mean intensities of the background region \( \Omega_0 \) and the foreground region \( \Omega_1 \), respectively. \( \partial \Omega \) denotes the boundaries between the regions \( \Omega_i \). \( I(x) \) is the image intensity at position \( x \). \( \text{Per}(\Omega) \) is the perimeter of \( \Omega \), and \( \kappa_0, \kappa_1, \lambda \) are weighting factors.

The second functional has been proposed in Rousson and Deriche (2002) and was derived based on a Bayesian approach:

\[
E_2(\theta, \partial \Omega) = \lambda \left( \sum_{i=0}^{3} \kappa_i \int_{\Omega_i} -\log \left( \frac{P(l(x)|\Omega_i)dx}{\text{Per}(\Omega_i)} \right) \right) + \text{Per}(\Omega),
\]

with \( \theta = (\mu_0, \mu_1, \sigma_0, \sigma_1) \), where \( \mu_0 \) and \( \sigma_i \) are the mean intensities and standard deviations of the regions \( \Omega_i \). \( P(l(x)|\Omega_i) \) is the conditional probability that pixel \( x \) with intensity \( l(x) \) belongs to region \( \Omega_i \). Here, we assume a Gaussian distribution:

\[
P(l(x)|\Omega_i) = \frac{1}{\sqrt{2\pi}\sigma_i} e^{-\frac{(l(x) - \mu_i)^2}{2\sigma_i^2}}.
\]

An advantage of \( E_2 \) compared to \( E_1 \) is that the weights \( \kappa_0 \) and \( \kappa_1 \) are not needed, but are implicitly included via the standard deviations \( \sigma_i \) which are estimated from the image data.

The third functional we use in our approach was introduced in Li et al. (2008) and is called region-scalable fitting energy:

\[
E_3(\theta, \partial \Omega) = \lambda \left( \sum_{i=0}^{3} \kappa_i \int_{\Omega_i} K_\sigma(x - y) |l(y) - f_i(x)|^2 dy \, dx \right) + \text{Per}(\Omega),
\]

with \( \theta = (f_0(x), f_1(x)) \), where \( f_0(x) \) and \( f_1(x) \) approximate the image intensities locally in a region centered at the position \( x \) in \( \Omega_0 \) and \( \Omega_1 \), respectively. \( K_\sigma \) is chosen to be a Gaussian kernel:

\[
K_\sigma(u) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{u^2}{2\sigma^2}}
\]

with scale parameter \( \sigma > 0 \). The scale parameter \( \sigma \) is used to control the size of the region in which the image intensities are approximated (local mean value). The center of the region is at the position \( x \). The intensity information is exploited locally due to the strong decrease of \( K_\sigma(x - y) \) to zero as the distance between \( y \) and \( x \) increases. An advantage of \( E_3 \) is that for each position \( x \) a locally varying mean value is computed. This is different to \( E_1 \) and \( E_2 \), where only global mean values are taken into account. Note that for \( \sigma \to \infty \) the energy \( E_3 \) converges to the energy \( E_1 \) since the local mean values \( f_i \) in \( E_3 \) converge to the global mean values \( \mu_i \) in \( E_1 \).

Using a level set representation for \( E_1, E_2 \), and \( E_3 \) and applying the Euler–Lagrange equation leads to the gradient flow for the level set function \( \phi \).
\[ \frac{\partial \phi(x)}{\partial t} = \left( -\lambda r_1 + \nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} \right) H'(\phi(x)), \]  

with \( H'(x) \) being the derivative of the Heaviside function \( H(x) = 0 \) if \( x < 0 \), 1 if \( x \geq 0 \). The term \( r_1 \) corresponds to the external image forces of the three energies \( E_j \), \( j = 1, 2, 3 \), and is defined as

\[ \begin{align*}
    r_1 &= |I(x) - \mu_1|^2 - \kappa_0 |I(x) - \mu_0|^2 \\
    r_2 &= \log P(I(x) | \Omega_1) - \log P(I(x) | \Omega_0) \\
    r_3 &= \int K_a(\mathbf{y} - \mathbf{x}) |\mathbf{f}(\mathbf{y})|^2 \, d\mathbf{y}
\end{align*} \]


The parameter vector \( \Theta \) can be computed directly:

\[ \begin{aligned}
    \mu_0 &= \frac{\int |I(x) - \mu_0|^2 |1 - H(\phi(x))| \, dx}{\int |1 - H(\phi(x))| \, dx} \\
    \mu_1 &= \frac{\int |I(x) - \mu_1|^2 H(\phi(x)) \, dx}{\int H(\phi(x)) \, dx} \\
    \sigma_0^2 &= \frac{\int (|I(x) - \mu_0|^2 |1 - H(\phi(x))|) \, dx}{\int |1 - H(\phi(x))| \, dx} \\
    \sigma_1^2 &= \frac{\int (|I(x) - \mu_1|^2 H(\phi(x)) |1 - H(\phi(x))|) \, dx}{\int H(\phi(x)) \, dx} \\
    f_0 &= \frac{K_a(\mathbf{x}) + |1 - H(\phi(x))| |I(x)|}{K_a(\mathbf{x}) + |1 - H(\phi(x))|} \int f_1(x) = \frac{K_a(\mathbf{x}) + |H(\phi(x))| |I(x)|}{K_a(\mathbf{x}) + |H(\phi(x))|}.
\end{aligned} \]

where \( \ast \) denotes the convolution.

### 2.2. Convex energy functionals

In Chan et al. (2006), it was shown that certain non-convex minimization problems can be reformulated as convex problems. There, a convex formulation for \( E_1 \) in (1) was derived. In our approach, we use this formulation and we also derive convex formulations for \( E_2 \) in (2) and for \( E_3 \) in (3). Following Chan et al. (2006), the Heaviside function in (4) is omitted since (4) and the following gradient descent equation have the same steady state solution

\[ \frac{\partial \phi(x)}{\partial t} = -\lambda r_1 + \nabla \cdot \frac{\nabla \phi}{|\nabla \phi|}. \]

Then, the corresponding energy functional can be stated as

\[ E_j(\Theta, \phi) = \lambda \langle \phi, r_j \rangle + |\nabla \phi_1|, \]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product, \( |\cdot | \) is the L1-norm, and \( |\nabla \phi_1| \) corresponds to \( \text{Per}(\Omega_1) \). This energy is homogenous of degree 1 in \( \phi \) (which means that if \( \phi \) is multiplied by a factor then the energy scales by the same factor), and thus does not have a minimizer in general. However, a global minimum can be guaranteed by restricting \( \phi \) to lie in a finite interval, e.g. \([0,1]\), and by solving the following convex problem for the normalized \( \phi_j \):

\[ \min_{\phi, \phi_0 \in \mathbb{R}} E_j(\Theta, \phi) = \lambda \langle \phi, r_j \rangle + |\nabla \phi_0|_1 \]

Based on the solution \( \phi_j(x) \), the segmentation result \( \Omega \) is determined by comparing the level set function with a threshold \( x \in [0,1] \):

\[ \Omega = \{ x : \phi_j(x) > 0 \} \]

### 2.3. Split Bregman method

To solve the minimization problem (10), we use the Split Bregman method. This method is a general technique for efficiently solving L1-regularized problems and for iteratively finding extrema of convex functionals (Goldstein et al., 2010). The method consists of variable splitting and Bregman iteration. Variable splitting is achieved by introducing the auxiliary vector \( d \) (with dimension according to the image domain) and by using a quadratic penalty term to enforce the constraint \( d = \nabla \phi_0 \). For (10) this leads to

\[ (\phi^*_k, d^k) = \arg \min_{\phi_k \in \mathbb{R}} \left( \lambda \langle \phi_k, r_j \rangle + \frac{1}{2} d_k + \frac{\nu}{2} |d_k - \nabla \phi_0|^2 \right), \]

where \( \phi^*_k \) and \( d^k \) denote the iteratively computed solution, and \( \nu \) is a weighting factor. In (12), \( \nabla \phi_0 \) is no longer associated with the L1-norm, however, the constraint \( d = \nabla \phi_0 \) is only weakly enforced. To enforce the constraint exactly, the Bregman iteration technique is applied. With this technique a vector \( b \) is included in the penalty function and an alternating minimization is carried out:

\[ (\phi^*_k, d^k) = \arg \min_{\phi_k \in \mathbb{R}, d_k} \left( \lambda \langle \phi_k, r_j \rangle + |d_k - \nabla \phi_0|_2 - b^k \right) \]

\[ b^k = b^{k-1} + \nabla \phi_0 - d^k, \]

where \( \phi^*_k \) and \( d^k \) represent the solution at iteration \( k \). The problem in (13), (14) is first solved w.r.t. \( \phi_k \), while \( b^k \) and \( d^k \) are fixed and second w.r.t. \( d^k \). In our case, we use a fast iterative Gauss–Seidel solver for the first minimization. The second minimization is obtained explicitly using the vector-valued shrinkage operator:

\[ d^k = \max(|b^{k-1} + \nabla \phi_0 - v, 0|) b^{k-1} + \nabla \phi_0. \]

### 2.4. Globally optimal cell segmentation

#### 2.4.1. Three-step approach

We have developed a three-step approach for cell nuclei segmentation by combining the two convex energy functionals \( E_1 \) and \( E_2 \) in (10). The convex Bayesian functional \( E_2 \) is used to deal with intensity inhomogeneities over the whole image and to segment cell nuclei with varying intensities. The convex region-based Chan–Vese functional \( E_1 \) is used to split cell nuclei which have been falsely merged using \( E_2 \) and is minimized independently for all regions that were segmented using \( E_2 \). Note, that doing this we use multiple level sets for the segmentation of an image. This is similar to multiple level set approaches (e.g., Dufour et al., 2005; Nath et al., 2008; Van et al., 2008; Ersos et al., 2009; Mosaliganti et al., 2009). However, in our case we do not need a coupling term to prevent level sets from merging because we perform the minimization within previously segmented regions.

Our approach consists of three steps (see Fig. 1). In the first step, we perform a segmentation of the whole image using the convex Bayesian functional \( E_2 \). Since this functional comprises parameters for both the mean intensities and the variances of objects we can deal with varying background intensities and with cell nuclei with varying intensities. The weighting parameter \( k_1 \) used in the convex region-based Chan–Vese functional \( E_1 \) is implicitly included in \( E_2 \) since \( k_1 \) is inversely proportional to the foreground variance.

![Fig. 1. Diagram of the three-step approach.](image-url)
two steps are sufficient. The reason is that \( \kappa_1 \sim 1/\sigma_{1}^{2} \). In the case of large variances \( \sigma_{1}^{2} \) the weighting parameter \( \kappa_1 \) becomes very small. A small weighting factor keeps the energy small and allows coping with cell nuclei with varying intensities. However, cell nuclei that are close to each other are likely to be merged in this step (see Fig. 2b) since varying intensities are hardly penalized. To cope with merging in the second step, we minimize \( E_2 \) for each of the segmented cell nuclei regions in the first step. For the weighting parameters \( \kappa_0 \) and \( \kappa_1 \) for the background and foreground, respectively, we used the same value, i.e., \( \kappa_0 = \kappa_1 \), such that the intensity variances of the background and foreground are equally weighted. While \( E_1 \) allows high variances in the foreground region (e.g., intensity valleys between adjacent cell nuclei) \( E_2 \) favors homogeneous foreground regions. This enables splitting of clustered cell nuclei (see Fig. 2c). In the third step, we use \( E_2 \) again but this time for the segmented objects from the second step within a region-of-interest around an object (somewhat enlarged bounding box of a cell nucleus using dilation). The third step is necessary because the second step cannot deal with inhomogeneities within cell nuclei. The result of the third step in Fig. 2d shows that the segmentation at the border of the nuclei is more accurate and smoother compared to the result after the second step. Note, that if we would use \( E_0 \) in the second step, then clustered nuclei could not be separated because the contrast in the region between the cells is not large enough (see Fig. 3b).

### 2.4.2. Two-step approach

The three-step approach described above based on \( E_1 \) and \( E_2 \) can cope with global intensity inhomogeneities within the whole image. This approach can be improved by using the convex region-scalable fitting functional \( E_1 \) in (3) in the first step instead of \( E_2 \), yielding a new three-step approach. The reason for the improvement is that \( E_1 \) can deal better with both local and global intensity inhomogeneities. However, from our experiments we found that two steps are sufficient. The reason is that \( E_1 \) yields comparable or even better results than subsequent application of \( E_2 \) and \( E_1 \).

Thus, we suggest a new two-step approach (see Fig. 4). In the first step, we perform a segmentation of the whole image using the convex region-scalable fitting functional \( E_1 \). Since the functional \( E_1 \) takes into account locally varying mean intensities, we can deal with varying background intensities and with clustered cell nuclei that would have been merged using \( E_2 \) and \( E_3 \) subsequently as in the three-step approach (see Figs. 5 and 6). In the second step, we minimize the convex Bayesian functional \( E_2 \) in a region-of-interest around an object (somewhat enlarged bounding box using dilation). The second step is used because the first step cannot cope well with inhomogeneities at the border of cell nuclei (see Fig. 5c and note the non-smooth contours of the segmented regions which do not well agree with the borders of the cell nuclei). At the same time the sensitivity of \( E_1 \) to inhomogeneities within cell nuclei allows effective handling of clustered cells. Using \( E_0 \), even small intensity differences in a small region between two neighboring cell nuclei or overlapping cell nuclei make cell splitting feasible.

### 3. Experimental results

We have applied our approach to 2D fluorescence microscopy images of cell nuclei from four different experiments comparing four different cell types. We used two data sets from Coelho et al. (2009) for which ground truth is available. The first data set consists of 48 images with a size of 1349 × 1030 pixels which include in total 1831 U2OS Hoechst stained cell nuclei (see Fig. 7a). The second data set contains 49 images with a size of 1344 × 1024 pixels comprising in total 2178 NIH3T3 Hoechst stained nuclei (Fig. 7b). Note, that several images in the second data set are heavily affected by intensity inhomogeneities and visible artifacts. Therefore, automatic analysis of the second set is more challenging compared to the images in the first set. Furthermore, we have applied our approach to a data set of 7 2D fluorescence microscopy images of mouse neuroblastoma cells from Yu et al. (2010). Each image has a size of 1392 × 1040 pixels and the data set includes in total 389 N1E115 DAPI stained cell nuclei (Fig. 7c). The ground truth for these images was obtained by

![Fig. 2. Segmentation results of the three-step approach (contour overlay with original images): (a) Original image, (b) result after the first step, (c) after the second step, and (d) after the third step.](#)

![Fig. 3. (a) Original image and (b) segmentation result when using \( E_2 \) in the second step of the three-step approach.](#)

![Fig. 4. Diagram of the two-step approach.](#)
manually outlining the cell nuclei borders. In addition, we have applied our approach to the data set of Drosophila cells used in Jones et al. (2005) for which ground truth is available. The data set consists of 16 images with a size between $400 \times 400$ and $512 \times 512$ pixels and includes approximately 1280 cell nuclei (Fig. 7d).

To evaluate the performance of our approach, we determined region-based and contour-based measures. As region-based measure we used the Dice coefficient and as contour-based measures we employed the normalized sum of distances (NSD, Coelho et al. (2009)) and the Hausdorff distance. The Dice coefficient is defined as

$$\text{Dice}(R, S) = \frac{2|R \cap S|}{|R| + |S|},$$

where $R$ is the binary reference image, and $S$ is the binary segmented image. The NSD is defined as

$$\text{NSD}(R, S) = \frac{\sum_{i \in R \Delta S} D(i)}{\sum_{i \in R} D(i)},$$

(17)

where $D(i)$ is the minimal Euclidean distance of pixel $i$ to the contour of the reference object. The Hausdorff distance is defined as

$$h(R, S) = \max_{i \in S} \{D(i)\},$$

(18)

with $S$ being the contour of the segmented object. We also used two detection measures, namely the number of false positives (FP) and the number of false negatives (FN). FP corresponds to spuriously segmented nuclei and FN corresponds to nuclei that have not been segmented. In all our experiments, we used for the three-step approach (Section 2.4.1) the parameter values $v = 10$ and $k_0 = k_1 = 1$ in (13) and (14). In the first and second step of the three-step approach we used $\lambda = 10,000$, and in the third step we chose $\lambda = 1000$. For the two-step approach (Section 2.4.2), in all our experiments we used in the first step $v = 5$ and $\lambda = 100$, and in the second step $v = 10$ and $\lambda = 1000$. The values for $\lambda$ and $v$ were chosen empirically based on a subset of the data and yielded the best results. The scale parameter $\sigma$ was chosen empirically based on the observed average size of cell nuclei. For the U20S, NIH3T3, and N1E115 data sets we used $\sigma = 16$ and for the Drosophila data set we chose $\sigma = 3$. Note, that for the Drosophila data set, the resolution of the images is much smaller compared to the other three data sets. Therefore, the cells are much smaller in the images and a smaller value for the scale parameter is better suited. For the U20S and NIH3T3 data sets we used a dilation of the segmented regions by $d = 28$ (step 3 of the three-step approach and step 2 of the two-step approach), and for the N1E115 and Drosophila data sets we used $d = 5$. To initialize the minimization scheme we used the image intensities normalized with respect to the maximum intensity.

Table 1 shows the results of our three-step and our two-step approach for the different performance measures averaged over all images in the U20S and NIH3T3 data sets. Table 2 shows the results averaged over all images in the N1E115 and Drosophila data sets. As a comparison, we also give the results for Otsu thresholding (Otsu, 1979) as well as for the watershed algorithm (Vincent and Soille, 1991) and the merging algorithm (Lin et al., 2003) applied to the mean thresholded image. The latter approach uses an improved watershed algorithm followed by statistical model-based
Fig. 7. Original images of the four different data sets. (a) U20S cells, (b) NIH3T3 cells, (c) N1E115 cells, (d) Drosophila cells.

Table 1
Quantitative results for U20S and NIH3T3 data sets for the different approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>U20S cells (48 images)</th>
<th>NIH3T3 cells (49 images)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dice</td>
<td>NSD</td>
</tr>
<tr>
<td>Manual</td>
<td>0.93</td>
<td>0.04</td>
</tr>
<tr>
<td>Otsu</td>
<td>0.87</td>
<td>0.12</td>
</tr>
<tr>
<td>Watershed</td>
<td>0.69</td>
<td>0.36</td>
</tr>
<tr>
<td>Merging algorithm</td>
<td>0.92</td>
<td>0.08</td>
</tr>
<tr>
<td>Non-convex $E_2$ in (2)</td>
<td>0.88</td>
<td>0.15</td>
</tr>
<tr>
<td>Convex $E_2$ in (10)</td>
<td>0.93</td>
<td>0.11</td>
</tr>
<tr>
<td>Non-convex $E_3$ in (3)</td>
<td>0.84</td>
<td>0.14</td>
</tr>
<tr>
<td>Convex $E_3$ in (10)</td>
<td>0.89</td>
<td>0.09</td>
</tr>
<tr>
<td>Three-step approach</td>
<td>0.94</td>
<td>0.06</td>
</tr>
<tr>
<td>Two-step approach</td>
<td>0.94</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Bold values indicate the best result for the automatic approaches for a certain measure.

Table 2
Quantitative results for N1E115 and Drosophila data sets for the different approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>N1E115 cells (7 images)</th>
<th>Drosophila cells (16 images)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dice</td>
<td>NSD</td>
</tr>
<tr>
<td>Manual</td>
<td>0.92</td>
<td>0.06</td>
</tr>
<tr>
<td>Otsu</td>
<td>0.82</td>
<td>0.17</td>
</tr>
<tr>
<td>Watershed</td>
<td>0.49</td>
<td>0.71</td>
</tr>
<tr>
<td>Merging algorithm</td>
<td>0.72</td>
<td>0.34</td>
</tr>
<tr>
<td>Non-convex $E_2$ in (2)</td>
<td>0.71</td>
<td>0.37</td>
</tr>
<tr>
<td>Convex $E_2$ in (10)</td>
<td>0.73</td>
<td>0.33</td>
</tr>
<tr>
<td>Non-convex $E_3$ in (3)</td>
<td>0.88</td>
<td>0.10</td>
</tr>
<tr>
<td>Convex $E_3$ in (10)</td>
<td>0.88</td>
<td>0.10</td>
</tr>
<tr>
<td>Three-step approach</td>
<td>0.89</td>
<td>0.10</td>
</tr>
<tr>
<td>Two-step approach</td>
<td>0.90</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Bold values indicate the best result for the automatic approaches for a certain measure.
region merging to cope with oversegmentation and yielded the best results in the evaluation study of Coelho et al. (2009). Also, we included the result of the non-convex functional $E_2$ in (2) from Rousson and Deriche (2002) which was used in Dzyubachyk et al. (2010). We also provided the result of the non-convex functional $E_3$ in (3) from Li et al. (2008). In addition, we show the results for the convex functionals $E_2^c$ and $E_3^c$. Moreover, we included the result of manual segmentation (for a subset of 5 images for each data set) by a different observer than the one who provided the ground truth (second row, “Manual”).

Fig. 8. Segmentation results of different approaches (contour overlays with original images). First column: U2OS cells, second column: NIH3T3 cells; first row: ground truth, second row: merging algorithm of Lin et al. (2003), third row: three-step approach, forth row: two-step approach.
From Table 1 it can be seen that the two-step approach yields the best results for the Dice coefficient, the NSD, and the Hausdorff distance for both data sets, and that the results are comparable to the results by the different observer (“Manual”). In particular, for the more challenging NIH3T3 images we obtain significantly better results than previous approaches. It also turns out that the two-step approach yields similar or better results than the three-step approach. Furthermore, it can be seen that the three-step and the two-step approach yields better results than the convex Bayesian functional $E_2$ (which is the first step of the three-step approach and the second step of the two-step approach). Also, the two-step approach yields better results than the convex region-scalable fitting functional $E_3$ (which is the first step of the two-step approach). Thus, the multiple step scheme is advantageous. In addition, it can be seen that the convex Bayesian functional $E_2$ yields better results than the non-convex Bayesian functional $E_3$. Also, the convex region-scalable fitting functional $E_3$ yields better results than the corresponding non-convex functional $E_2$. For the FP value the results of the three-step and two-step approach are equally good or comparable to the best results of the other approaches. Regarding the FN value, for the three-step approach we obtain for the U205 cell images similar results as for the other approaches, while the other parameters were kept fixed at their default values. We studied the parameters $\lambda$, $\nu$, $\sigma$, and $d$ (for the default values see the beginning of Section 3) and we used as performance measures the Dice coefficient, NSD, and the Hausdorff distance. Since we have a two-step segmentation approach we distinguish two cases: Fixed parameters in step 1 and fixed parameters in step 2. Note, that since the parameters $\sigma$ and $d$ are only relevant in one of the two steps, the entries in Table 3 for the corresponding other step are empty. From Table 3 it can be seen that the segmentation results are relatively insensitive to parameter variations.

In our approach, the minimization of the convex Bayesian functional $E_3$ in (10) for a whole image with a size of $1349 \times 1030$ pixels converges after about 5 iterations and the computation time is approximately 15 s per image (using an Intel Xeon CPU X5550, 2.67 GHz, with 48 GB RAM, and Linux 64 bit). In comparison, using a standard level set scheme for the non-convex Bayesian functional $E_2$ in (2) with gradient descent optimization needs about 400 iterations and the computation time is about 9 min. For the convex region-scalable fitting functional $E_3$ our approach converges after about 10 iterations (ca. 100 s) while the optimization for the non-convex functional $E_2$ in (3) needs about 1000 iterations (ca. 35 min). Thus, our approach is significantly faster. As convergence criterion we used the average Euclidean distance between the contours of segmented objects in two successive iterations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fixed parameters in step 1</th>
<th>Fixed parameters in step 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dice</td>
<td>NSD</td>
</tr>
<tr>
<td>$\lambda = 10$</td>
<td>0.936</td>
<td>0.062</td>
</tr>
<tr>
<td>$\lambda = 100$</td>
<td>0.936</td>
<td>0.062</td>
</tr>
<tr>
<td>$\lambda = 1000$</td>
<td>0.936</td>
<td>0.054</td>
</tr>
<tr>
<td>$\lambda = 10000$</td>
<td>0.936</td>
<td>0.059</td>
</tr>
<tr>
<td>$\nu = 0.01$</td>
<td>0.938</td>
<td>0.059</td>
</tr>
<tr>
<td>$\nu = 0.5$</td>
<td>0.938</td>
<td>0.059</td>
</tr>
<tr>
<td>$\nu = 5$</td>
<td>0.938</td>
<td>0.059</td>
</tr>
<tr>
<td>$\nu = 10$</td>
<td>0.936</td>
<td>0.061</td>
</tr>
<tr>
<td>$\sigma = 8$</td>
<td>0.941</td>
<td>0.054</td>
</tr>
<tr>
<td>$\sigma = 12$</td>
<td>0.936</td>
<td>0.054</td>
</tr>
<tr>
<td>$\sigma = 16$</td>
<td>0.936</td>
<td>0.054</td>
</tr>
<tr>
<td>$\sigma = 24$</td>
<td>0.941</td>
<td>0.054</td>
</tr>
</tbody>
</table>

Table 3

Quantitative results for the parameter sensitivity analysis for the two-step approach. The first column shows the variation of the parameters while the other parameters are kept fixed at default values.
4. Discussion

We have introduced a new globally optimal approach based on active contours and level sets for cell nuclei segmentation in fluorescence microscopy images. We have developed a three-step and a two-step approach. The three-step approach employs two convex energy functionals, which are convex formulations of the region-based Chan–Vese functional and the Bayesian functional. By applying the convex functionals subsequently in three steps, we can cope with global intensity inhomogeneities and neighboring cells. The two-step approach employs the convex Bayesian functional and the convex region-scalable fitting energy functional, and requires only two subsequent steps. In the first step, we use the region-scalable fitting energy functional, which can cope with spatially local mean intensity values in comparison to the region-based Chan–Vese functional and the Bayesian functional which are based on global mean intensity values. In the second step, we use the Bayesian functional which allows us to deal with inhomogeneities at the border of cell nuclei. The two-step approach can cope with both global intensity inhomogeneities and local intensity inhomogeneities. Another advantage of the two-step approach is that small intensity differences between neighboring cell nuclei or even between overlapping cell nuclei make cluster splitting feasible. A further improvement in cluster splitting could possibly be obtained by using boundary curvature information in an additional post-processing step. To minimize the convex energy functions we use the Split Bregman method, which is an efficient method for L1-regularized problems and which significantly reduces the computation time compared to standard level set approaches. Thus, our approach is suitable for high-throughput applications and very large data sets. We have demonstrated the applicability of our approach using fluorescence microscopy image data sets from four different experiments comprising four different cell types. In total, we used 120 real microscopy images which include 5678 cells. From the experiments it turned out that both the three-step approach and the two-step approach can cope with images of different cell types. We also found that the two-step approach yields superior results compared to the three-step approach and compared to previous approaches. In future work, our approach will be applied to large-scale high-throughput applications for identifying relevant factors of cell function.
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